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Abstract— The knowledge-rich nature of the Medical 
Information domain has made it an ideal environment where 
knowledge on data mining should have to be unearthed from 
large data collection for dialysis’ of growing unknown diseases. 
Outlier detection is an important research problem that aims to 
find objects that are considerably dissimilar, exceptional and 
inconsistent in the database. Medical application is a high 
dimensional domain hence determining outliers is found to be 
very tedious due to curse of dimensionality. Most of the existing 
outlier detection methods detect the so-called point outliers from 
vector-like data sets. In this paper, clustering technique is used to 
cluster for multidimensional data. The draw back in clustering is 
overcome by auto K-generation as first process. Then the outliers 
are deducted by Thompson’s Tau method which is further 
enhanced by max-flow min-cut theorem to find the uniqueness of 
outliers in multidimensional Medical data.  
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                           I.INTRODUCTION 
     Due to incredible growth of medical dataset, conventional 
data base querying methods are inadequate to extract useful 
information, so researches nowadays are focussed to develop 
new techniques to meet the raised requirements. The increase 
in dimensionality of data gives rise to a number of new 
computational challenges not only due to the increase in 
number of data objects but also due to the increase in number 
of attributes. 
    There are various origins of outliers. With the growth of  
the medical dataset day by day, the process of determining 
outliers becomes more complex and tedious. K-means is a 
well known partitioning based clustering technique that 
attempts to find a user specified number of clusters 
represented by their centroids. In this system, the enhanced 
auto K- generation for K-means is done as the first step. But 
its output is quite sensitive to initial positions of cluster 
centers. Again, the number of distance calculations increases 
exponentially with the increase of the dimensionality of the 
data. As quality of the final clusters heavily depends on the 
selection of the initial centroids, a new method is used to 
choose such data objects as initial centroids. After clustering 
left out points are deducted by Thompson’s Tau method. 
These points are determined and checked out if they can be 
accommodated in any of the cluster by max flow min-cut  
 
 

 
theorem. As a result, the number of outliers is minimised and 
uniqueness in outliers are deducted as a goal of this work. 

 
                          II.RELATED WORK 

     (Sheng-Yi Jiang and Ai-Min Yang, 2009) [1] Have 
proposed a system which determines outliers in two stages. In 
first stage the dataset is clustered whereas in the second stage 
the gained clusters are categorised as “normal cluster” or 
“outlier cluster” according to an outlier factor, and finally 
confirm the outlier objects. 
     (K. A. Abdul Nazeer and M. P. Sebastian,2009) [2] have 
proposed an efficient algorithm which determines the initial 
centroids rather than assigning arbitrary centriods. (Robert 
Tibshirani et al., 2003 [4]) have proposed a method to 
automatically generate the number of clusters as input to the k 
means clustering algorithm. 
     (Jani Posio et al., 2008) [3] Have proposed a method for 
determining outliers in 2D temperature data. 

                               

                                     III.PROPOSED WORK 

     The input to the proposed system is multi dimensional 
medical data and the output is simulated using matlab. The 
three modules are clustering, outlier detection and minimising 
outlier. 
The architecture of the proposed system is shown in figure 1.1 

 
 

 
 
 

                                   Fig: 1 Architecture diagram 
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     The various modules to be discussed are: 
 
A.Clustering   
     Cluster analysis is one of the major data analysis methods 
widely used for many practical applications in emerging areas. 
Clustering is the process of finding groups of objects such that 
the objects in a group will be similar (or related) to one 
another and different from (or unrelated to) the objects in 
other groups as shown below: 

 
Fig 2 clustering 

     K-means [10], [9] is a commonly used partitioning based 
clustering technique that tries to find a user specified number 
of clusters. Although K-means is simple and can be used for a 
wide variety of data types, it is quite sensitive to initial 
positions of cluster centers.The k-means method is simple and 
fast, that works as follows: 
Arbitrarily choose k initial seeds 
Assign each object to the group that has the closest 
  centroid 
Recalculate the positions of the centroids 
Repeat steps 2 and 3 until the positions of the 
  centroids no longer changes 
     The flow chart for proposed k means algorithm is shown 
below: 
 

 
     Fig 3 enhanced k means clustering 

                         
 
                
B. Outlier Detection 
   An outlier [5], [6] is defined as a data point which is very 
different from the rest of the data based on some measure. The 
output of the clustering module is given as input to the outlier 
detection module to determine the outliers. The outliers are 
detected using the Thompson‘s Tau method which determines 

outliers. 
     Dimensionality deduction techniques, such as Principal 
Component Analysis (PCA) [7], [8] can be applied to the 
medical data before outlier detection is performed. In PCA, 
the medical data is projected onto lower dimensional data. 
PCA is used to perform feature selection and can be 
considered as the pre-processing work for outlier detection. 
     The modified Thompson tau technique is a statistical 
method for deciding whether to keep or discard suspected 
outliers in a sample of a single variable. Here is the procedure:  

 The sample mean x and the sample standard 
deviation S are calculated in the usual fashion.  

 For each data point, the absolute value of the 
deviation is calculated  
 

δi= |di|=|xi─x-| 
 

 The data point most suspected as a possible outlier is 
the data point with the maximum value of δi. 

 The value of the modified Thompson τ (Greek letter 
tau) is calculated from the critical value of the 
student’s t PDF, and is therefore a function of the 
number of data points n in the sample.  
 τ is obtained from the expression  
 

tau= (tα/2.(n-1))/(√n.√(n-2+tα/2)) 
 

         Where  
 n is the number of data points  
 tα/2 is the critical student’s t value, based on α = 0.05 

and df = n-2 (note that here df = n-2 instead of n-1). 
In Excel, we calculate tα/2 as TINV(α, df), i.e., here 
tα/2 = TINV(α, n-2)  
The above graph shows an outlier detected using 
Thompson’s Tau. 

 
 

 
Fig 4 outlier detection 
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       The flow chart for Thompson tau method is shown: 
 

 

 
 

                 Fig 5 Flow chart for Thompson’s Tau method 
 
 
From the figure 1.3, it is evident that the unclustered points 
are detected as outliers and using Thompson’s Tau method, 
the outliers are confirmed using the table shown below.. 
 
A table of the modified Thompson τ is provided below:  
 
      

 
 

Fig: 6 Modified Thompson Tau table 
 

The Thompson’s Tau method is an existing method using we 
are going to detect outliers and finally output of this algorithm 
is fed as input to the maxflow/mincut algorithm as a result of 

which the unique outliers in multi dimensional medical data is 
determined. 
              
C. Minimising Outliers 
     As a result of k means clustering, there will be some points 
left out which cannot be included in any of clusters due to  
their unique properties. The distances between these outliers 
and existing clusters are determined. 
     The min cut theorem is used for reducing the outlier cluster  
distances and accommodating these outliers in the 
approximate clusters such the number of outliers can be 
reduced. 
     As a result of K-means clustering, there will be some 
points left out which cannot be included in any of clusters due 
to their unique properties. The distances between these 
outliers and existing clusters are determined. 
     The Min cut theorem is used for reducing the outlier 
cluster distances and accommodating these outliers in the 
approximate clusters such the number of outliers can be 
reduced. 
 
1) Masking Effect 

     It is said that one outlier masks a second outlier, if the 
second outlier can be considered as an outlier only by itself, 
but not in the presence of the first outlier. Thus, after the 
deletion of the first outlier the second instance is emerged as 
an outlier.  

 
2) Maxflow/ Mincut 
      A common scenario is to use a graph to    represent a 
“flow network” and use it to answer questions about material 
flows 

• Flow is the rate that material moves through the 
network 
• Each directed edge is a conduit for the material with 
some stated capacity 
• Vertices are connection points but do not collect 
material flow into a vertex must equal the flow 
leaving the vertex, flow conservation. 

 
3) Maxflow 
     The maximum flow problem refers to finding the most 
suitable & feasible way through a single sourced & sinks 
network. It is also seen as the maximum amount of flow that 
can achieve from source to destination which is an incredibly 
important consideration especially in data networks where 
maximum throughput and minimum delay are preferred. 
Finding the maximum flow involves looking at all the 
possible routes between source and destination. Maximum 
flow can be found by assigning flow to each link in the 
network so that the total flow from source to destination is as 
large as possible. The maximum source to sink flow in a 
network is equal to the minimum source to sink cut in the 
network, which makes up the Maximum Flow minimum 
cut theorem. 
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4) Mincut 
      A cut is any set of directed links containing at least one 
link in every path from origin node to destination node. This 
means if the links in the cut are removed the flow from the 
origin to destination is completely cut off. The cut value is the 
sum of the flow capacities in the origin to node direction over  
all the links. The minimum cut problem is to find the cut 
across the network that has the minimum cut value over all 
possible cuts. The maximum flow problem is closely related 
to the minimum cut problem, creating the maximum flow 
minimum cut theorem. 

                 

                Fig 7 Mincut/Max flow 

In the figure 1.6, an example of how the maxflow/mincut 
theorem can be applied is shown. 

5) Maxflow/Mincut Algorithm 
 

       Step1: find the flow from source to sink, get the cut                
       separating s and t, and use the smaller side as the     
       candidate outlier or outlier group. 

 
Step2: remove the candidate outlier or outlier groups from 
the graph. 

Step3: select the next source; go back to 3 until the stop 
criterion. 

 Step4: adjusting the graph and adjust the maximum flow. 

 

Most of the conventional outlier detection techniques 
are only applicable to relatively low dimensional static. 
Because they use the full set of attributes for outlier 
detection, thus they are not able to detect projected 

outliers. Recently, there is some emerging work in 
dealing with outlier detection either in high-dimensional 
static data.  

 
                    IV.RESULT AND DISCUSSION 

     It encounters difficulties to identify outliers if data is 
not uniformly distributed. As shown in Fig: 1.7 C1 
contains 400 loosely distributed points, C2 has 100 tightly 
condensed points, 2 outlier points o1, and o2 as an outlier 
 

 
               Fig: 1.8 Outlier deducted  
 

 
                             V.CONCLUSION 

 
Finding outliers is an important task in data mining. 
Outlier detection as a branch of data mining has many 
important applications and deserves more attention from 
data mining community. We conclude from our review of 
existing outlier detection schemes and clustering methods 
that they all suffer from the fact that they either depend 
on pre-specified values for the scale parameters or the 
fraction of inliers. These two main issues make them very 
sensitive to initialization; or they have to form a quasi 
exhaustive search on these parameters, which makes them 
require a very high computational cost. 
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